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Tackling Racial Bias in Al Systems: Applying the Bioethical
Principle of Justice and Insights from Joy Buolamwini’s “Coded
Bias” and the “Algorithmic Justice League”
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Abstract: This paper examines the issue of racial bias in artificial intelligence (Al) through the lens of
the bioethical principle of justice, with a focus on Joy Buolamwini’s Coded Bias and the work of the
Algorithmic Justice League. Al technologies, particularly facial recognition systems, have been shown
to disproportionately misidentify individuals from marginalised racial groups, raising profound ethical
concerns about fairness and equity. The bioethical principle of justice stresses the importance of
equal treatment and protecting vulnerable populations. Through qualitative research, including
content analysis of Buolamwini’'s works and case studies of Al bias, this paper assesses the efforts of
the Algorithmic Justice League to combat racial bias in Al. It emphasises their advocacy for
developing fair, equitable algorithms and calls for systemic reform in Al development to ensure justice
for marginalised communities.

Keywords: Al bias, racial bias, bioethics, justice, Algorithmic Justice League, Coded Bias, Joy
Buolamwini, facial recognition, equitable algorithms

Introduction: Artificial intelligence refers to
the abilty of machines, devices, or
apparatuses to mimic natural human
intelligence by performing tasks or exhibiting
traits that are typically characteristic of human
behaviour?. Artificial intelligence (AD
technologies have rapidly proliferated across
various  sectors, significantly  impacting

decision-making processes in a multitude of
domains, including healthcare, finance, law
enforcement, and employment practices.
These technologies possess the potential to
enhance efficiencies, improve accuracy, and
streamline operations, promising a future that
is both innovative and transformative.
However, alongside their numerous benefits,
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Al technologies have raised profound ethical
concerns, particularly regarding racial bias?.
This bias manifests particularly prominently in
facial recognition systems, which have been
documented to misidentify individuals from
marginalised racial groups at alarming rates.
For instance, a landmark study conducted by
Joy Buolamwini and Timnit Gebru in 2018
revealed that commercial facial recognition
systems misidentified Black women with a
failure rate of 34.7%, compared to just 0.8%
for white men3. Such discrepancies not only
reflect technological shortcomings but also
exacerbate systemic inequalities, reinforcing
existing societal biases and discrimination.

The implications of these findings are both
alarming and significant. When Al systems
misidentify individuals based on their race,
they can lead to dire consequences, including
wrongful arrests, disproportionate surveillance,
and exclusion from essential services*. This
creates a cycle of distrust between affected
communities and institutions that deploy these
technologies. Moreover, the reliance on Al
systems that perpetuate bias contributes to a
broader societal discourse on fairness, justice,
and human rights. The stakes are particularly
high in areas such as law enforcement, where
biased Al technologies can result in racially
targeted policing practices, further entrenching
social injustices®. As such, the ethical
considerations surrounding Al technologies,
particularly in relation to racial bias, are
increasingly coming under scrutiny from
scholars, policymakers, and civil society alike.
This paper aims to explore the issue of racial
bias in Al through the lens of the bioethical
principle of justice, which underscores the
importance of fairness and equitable treatment
for all individuals, especially those from
vulnerable populations. Central to this
exploration is the work of Joy Buolamwini,
particularly her seminal project, Coded Bias,
which exposes the limitations and biases
inherent in Al systems. Furthermore, the paper
examines the efforts of the Algorithmic Justice
League (AJL), an advocacy group founded by
Buolamwini, dedicated to promoting fairness
and accountability in Al. This paper contributes
to the ongoing discourse by examining the
intersection of racial bias, Al technologies, and
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bioethics, with a specific focus on the insights
gleaned from Joy Buolamwini’'s Coded Bias
and the efforts of the Algorithmic Justice
League.

Methodology: This paper, which was drafted
from September 2024 to December 2024,
adopts a qualitative research approach. With
particular focus on content analysis of Joy
Buolamwini’s works and case studies/real-
world examples of Al bias, the paper explores
the ethical implications of racial bias in Al
systems. This approach provides a deep
understanding of the phenomenon and its
impact on marginalised communities through
the lens of the bioethical principle of justice.
Google Scholar, ResearchGate, Academia,
Semantic Scholar, PhilPapers, Web of
Science, and other institutional repositories
were the search engines used for this
research. Articles were searched by following
keywords such as Al bias, racial bias,
Algorithmic Justice League, Coded Bias, Joy
Buolamwini, facial recognition, equitable
algorithms, et cetera.

Discussions:

Racial Bias in Al: Racial bias refers to the
unfair treatment or prejudiced attitudes
towards individuals based on their race or
ethnicity®. It can manifest in various forms,
from social interactions to institutional
practices, often resulting in disadvantageous
outcomes for marginalised racial groups. This
bias is typically rooted in historical and
systemic inequalities, reinforcing stereotypes
and perpetuating discrimination’. In other
words, racial bias occurs when people are
treated unfairly or judged based on race or
ethnicity®. Racial bias often leads to negative
outcomes for marginalised groups. Rooted in
historical inequalities, it perpetuates
stereotypes and systemic discrimination®.

In artificial intelligence (Al), racial bias can
manifest in various forms, primarily through
data bias and algorithmic bias. Data bias
arises when the datasets used to train Al
systems are not representative of the diverse
population they aim to serve. This lack of
representation often leads to inaccurate
predictions and decisions, particularly for
marginalised racial groups'®. For example,
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facial recognition systems trained
predominantly on images of white individuals
tend to misidentify people of colour, resulting
in disproportionately high error rates for these
groups. Buolamwini and Gebru highlight this
issue in their research, which shows that
commercial facial recognition systems had a
misidentification rate of 34.7% for dark-skinned
women compared to an error rate of just 0.8%
for light-skinned men'l. Such significant
discrepancies underscore the critical need for
diverse and representative datasets in Al
training.

Algorithmic bias, on the other hand, occurs
when algorithms are designed in ways that
unintentionally favour certain groups over
others!?. This bias can arise from flawed
assumptions made during the development
process or from biased historical data on
which the algorithms are trained's. For
example, an algorithm designed to predict
recidivism rates (how likely individuals are to
reoffend after release) may unintentionally
reinforce existing biases within the justice
system if trained on historical crime data. As
such, data often reflects systemic prejudices,
the algorithm could lead to unfair treatment of
certain racial groups, perpetuating cycles of
discrimination and further marginalising
already disadvantaged communities!4.
Algorithmic bias can be found in the hiring
algorithms used by companies to screen job
applicants?®. These algorithms are often
trained on historical hiring data that may reflect
past hiring decisions favouring certain
demographic groups over others. For instance,
if a company’s historical hiring data shows a
preference for male candidates in technical
roles, an Al hiring system trained on this data
might perpetuate that bias by systematically
favouring male applicants, while
disadvantaging equally or more qualified
female candidates'®. This issue was
highlighted in a case where an Al recruitment
tool developed by Amazon was found to
downgrade resumes that included the word
"women" or references to female-related
activities, resulting in gender discrimination
during the hiring process!’. The tool's bias
stemmed from the historical data used to train
the algorithm, which primarily consisted of
resumes from male candidates, thus
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reinforcing gender imbalances in hiring
decisions. This example illustrates how Al
systems can perpetuate existing biases, even
when there is no explicit intention to
discriminate.

Impact on Marginalised Groups: The
consequences of biased Al systems extend
beyond technological failures; they can lead to
real-world discrimination, wrongful
identification, and violations of civil rights. For
instance, facial recognition technology has
been used in law enforcement, where
misidentifications can result in wrongful arrests
or excessive surveillance of specific
communities®. A particularly alarming case
involved the wrongful arrest of Robert
Williams, a Black man who was misidentified
by facial recognition technology and detained
for over 30 hours'®. Such instances not only
undermine  trust between  marginalised
communities and law enforcement agencies
but also perpetuate a cycle of systemic
injustice.

Furthermore, the ethical implications of Al bias
can contribute to a broader societal discourse
on race, equity, and justice, prompting calls for
urgent reforms in Al development and
deployment. The negative effects of racial bias
in Al are not limited to law enforcement; they
can infiltrate various sectors, including
employment, healthcare, and education. In
hiring practices, Al systems might favour
candidates from historically  privileged
backgrounds, thereby exacerbating
inequalities in the job market. Similarly, biased
algorithms in healthcare can lead to disparities
in treatment recommendations, affecting the
quality of care received by individuals from
marginalised groups.

Addressing racial bias in Al is not merely a
technical challenge; it is an ethical imperative
that demands a commitment to fairness and
accountability in all aspects of Al system
design and implementation. To mitigate these
biases, it is crucial for Al developers and
stakeholders to actively engage with diverse
communities, ensuring that the perspectives
and experiences of marginalised groups inform
the development of Al technologies?.
Additionally, implementing rigorous testing and
validation processes can help identify and
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correct biases in Al systems before they are
deployed?!. Essentially, these processes
should involve: comprehensive audits that
assess how algorithms perform across
different demographic groups, publishing the
data sources used for training Al, and
providing clear explanations of how algorithms
make decisions. These will help ensure that all
individuals receive equitable treatment. As Al
continues to play an increasingly significant
role in shaping our society, it is crucial that Al
systems are developed with a commitment to
justice, ensuring that they uplift and empower
all individuals, particularly those from
historically marginalised communities?2.

The Bioethical Principle of Justice: The
bioethical principle of justice focuses on the
fair distribution of benefits and burdens,
advocating for equal treatment and protection
for all individuals, particularly those from
vulnerable or marginalised populations?3. This
principle holds that equity is not merely an
ideal but a necessary ethical obligation. In
healthcare, for instance, justice calls for
equitable access to medical resources and
interventions, ensuring that no group is
disproportionately disadvantaged?*.

In the context of Al, the principle of justice
becomes increasingly relevant, as Al
significantly impacts numerous facets of
everyday life, including access to resources,
safety, and civil rights, determining the
outcomes of critical decisions, from loan
approvals to job hiring and criminal justice
sentencing. If the algorithms that power Al
systems are biased, they can perpetuate
systemic inequalities, with marginalised groups
frequently bearing the brunt of negative
outcomes. For example, biased Al
technologies in facial recognition have been
shown to misidentify individuals from specific
racial and ethnic backgrounds, leading to
harmful consequences such as wrongful
arrests or denied services?>,

Ultimately, the principle of justice calls for a
critical examination of how Al systems are
designed, deployed, and governed,
highlighting the need for ethical oversight
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throughout the entire lifecycle of Al
technologies.

Joy Buolamwini’s Coded Bias: Joy
Buolamwini’s project, Coded Bias, serves as a
critical examination of the inherent biases
present in Al systems, particularly in facial
recognition  technologies. Through  her
research, Buolamwini revealed that many
commercial Al systems exhibited significant
accuracy disparities based on race and
gender,  disproportionately = misidentifying
individuals from marginalised groups?¢. Her
groundbreaking work began when she noticed
that facial recognition systems struggled to
correctly identify her own face, a phenomenon
she later realised was indicative of a much
larger problem?7,

In her research, Buolamwini conducted a
series of experiments using various facial
recognition technologies from major tech
companies. She discovered that while these
technologies are often touted for their
objectivity and precision, they are, in reality,
reflective of the biases embedded in their
training data and algorithms. For instance, she
found that facial recognition software
demonstrated an error rate of 34.7% for dark-
skinned women, compared to just 0.8% for
light-skinned men?28, Such  significant
discrepancies not only reveal the technological
limitations of these systems but also expose
the ethical dilemmas involved in their
deployment, particularly when these
technologies are used in sensitive areas like
law enforcement, hiring practices, and public
surveillance.

In addition to her research on facial
recognition, Buolamwini has explored other
areas of Al bias. In one study, she examined
the disparities in gender classification
algorithms, revealing that Al systems
consistently misclassified individuals of darker
skin tones and women at higher rates than
lighter-skinned men?°. Another research by
Buolamwini focused on the ethical implications
of Al bias in healthcare systems, where biased
algorithms can lead to unequal treatment,
particularly for marginalised communities=0.
Buolamwini’'s works underscore her broader
focus on the socio-technical challenges of Al
fairness across various domains. They also
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highlight the ethical implications of relying on
flawed Al systems, drawing attention to the
potential harms inflicted on already vulnerable
populations. Her findings indicate that when Al
technologies are employed without a critical
understanding of their limitations, they can
perpetuate existing inequalities and
exacerbate societal injustices. The project,
Coded Bias, not only raises awareness about
the limitations of Al technologies but also
serves as a call to action for greater scrutiny
and accountability in Al development. In
essence, Coded Bias challenges the prevailing
narrative that Al technologies are inherently
objective and infallible, urging stakeholders to
confront the reality that biases can be encoded
in the very fabric of these systems.

Moreover, Buolamwini’s works align with the
broader discourse on digital ethics, prompting
a re-evaluation of how technology interacts
with societal norms and values. As Al systems
increasingly influence critical areas of life, the
implications of bias in these technologies
become even more pronounced. Buolamwini
emphasises that technology does not exist in a
vacuum; rather, it is shaped by the cultural and
social contexts in which it is developed and
deployed.

The Algorithmic Justice League (AJL):

The Algorithmic Justice League (AJL), founded
by Joy Buolamwini, is a prominent
organisation dedicated to promoting fairness
and accountability in Al. It is aimed at raising
awareness about the ethical implications of Al
technologies, particularly concerning their
impact on marginalised communities3l. The
mission of the AJL is multifaceted,
encompassing advocacy for  equitable
algorithmic practices, the development of
inclusive datasets, and the implementation of
policies that mitigate racial and gender bias in
Al systems®2. It is noteworthy that the AJL’s
efforts are not only focused on raising
awareness but also on influencing the
regulatory landscape surrounding Al
technologies. Through educational initiatives,
research dissemination, and public
engagement, the AJL endeavours to hold tech
companies accountable for their Al products
and to push for systemic reforms that ensure
justice in Al development. AJL engages a
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diverse array of stakeholders, including
technologists, policymakers, and civil society,
fostering a collaborative approach to
addressing the challenges posed by biased
algorithms. This collaborative framework is
crucial in creating a collective understanding of
the implications of Al technologies and in
driving meaningful change.

The Algorithmic Justice League (AJL) has
made significant strides in influencing Al policy
and reform since its inception. One of its key
achievements is the successful advocacy for
greater transparency in Al systems, urging
companies and developers to disclose the
data sources and methodologies used in their
algorithms. This transparency is crucial for
identifying and addressing biases within Al
systems, enabling independent scrutiny and
evaluation®®. The AJL also played a pivotal
role in various forums, including congressional
hearings and international conferences, where
it influenced public perception of Al
technologies by leveraging research findings
such as those from Buolamwini’s Coded Bias,
and establishing partnerships with key
organisations34.

The AJL’s efforts have not only exposed the
risks associated with biased algorithms but
have also educated the public on the broader
implications of these technologies in relation to
civil rights and social justice. This educational
approach empowers underrepresented
communities to voice their concerns and hold
tech companies accountable.

Despite these successes, the challenge of
addressing racial bias in Al remains ongoing.
As technology rapidly evolves, the AJL’s
proactive work will be essential in sustaining
momentum for reform and advocating for the
rights of marginalised communities, ensuring
Al development adheres to principles of equity
and justice.

Conclusion: This paper has provided an in-
depth examination of the pervasive issue of
racial bias within artificial intelligence (Al),
particularly through the lens of the bioethical
principle of justice. A significant focus has
been placed on the critical insights derived
from Joy Buolamwini’s influential work, Coded
Bias, alongside the advocacy initiatives
spearheaded by the Algorithmic Justice
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League (AJL). Our findings reveal that Al
systems, especially those employed for facial
recognition, often exacerbate existing societal
inequalities by disproportionately
misidentifying individuals from marginalised

racial groups. For example, Buolamwini’s
research indicated that commercial facial
recognition technologies tend to misidentify
darker-skinned individuals at rates far
exceeding those of their lighter-skinned
counterparts. This alarming trend raises
profound ethical concerns  surrounding

fairness, equity, and justice in the development
and deployment of Al technologies.

Moreover, the impact of racial bias in Al
extends beyond mere technological
inaccuracies; it fundamentally undermines the
rights and dignity of affected individuals,
thereby entrenching systemic injustice. This
paper has highlighted that the ramifications of
biased Al are not confined to misidentifications
but also encompass wrongful arrests,
excessive surveillance, and a general erosion
of trust between law enforcement agencies
and the communities they serve. The societal
implications of these technologies necessitate
an urgent and multifaceted response, one that
advocates for transparency, accountability,
and ethical considerations in Al development.
The AJL’s efforts to raise awareness, advocate
for accountability, and promote transparency in
Al practices represent a vital response to the
pressing challenges posed by racial bias in Al.
By engaging diverse stakeholders, including
technologists, policymakers, and community
representatives, the AJL has emphasised the
need for inclusive dialogue and systemic
reform. The work of the AJL underscores the
importance of developing equitable algorithms
that consider the unique needs and
experiences of all demographic groups,
particularly those historically subjected to
marginalisation and discrimination.
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